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A first set of one or more hardware threads for receiving
messages sent from hardware threads are registered. After
receiving indications of a message location value and a num-
ber, the message location value is increments and sent to a
different hardware thread of the first set of one or more
hardware threads until the message location value has been
incremented the number of times or a criterion for interrupt-
ing the incrementing and sending is satisfied. An actual num-
ber of times the message location value was incremented is
indicated to a hardware thread that sent the indications of the
message location value and the number.
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1
INTER-THREAD DATA COMMUNICATIONS
IN A COMPUTER PROCESSOR

RELATED APPLICATIONS

This continuation application claims the benefit of U.S.
patent application Ser. No. 12/958,980 filed Dec. 2, 2010.

BACKGROUND

1. Field of the Invention

The field of the invention is data processing, or, more
specifically, methods, apparatus, and products for inter-
thread data communications in a computer processor.

2. Description of Related Art

Computers are becoming more and more sophisticated and
powerful. Computer software increasingly requires greater
processing power from computer hardware and complexity of
computer hardware increases accordingly. Current computer
processors, for example, include a great number of hardware
threads within which a great number of software threads may
be executed. Presently, communication between such hard-
ware threads is burdensome, time consuming, resource con-
suming, and inefficient.

SUMMARY OF THE INVENTION

Embodiments include a method comprising registering a
first set of one or more hardware threads for receiving mes-
sages sent from hardware threads, The method also includes
incrementing a message location value and sending the incre-
mented message location value to a different hardware thread
of the first set of one or more hardware threads until the
message location value has been incremented a number of
times or a criterion for interrupting the incrementing and
sending is satisfied. The incrementing and sending occurs
after receiving indications of the message location value and
the number. The method also includes indicating, to a hard-
ware thread that sent the indications of the message location
value and the number, an actual number of times the message
location value was incremented.

The foregoing and other objects, features and advantages
of the invention will be apparent from the following more
particular descriptions of exemplary embodiments of the
invention as illustrated in the accompanying drawings
wherein like reference numbers generally represent like parts
of exemplary embodiments of the invention.

BRIEF DESCRIPTION OF THE DRAWINGS

FIG. 1 sets forth a network diagram of a system for inter-
thread data communications in a computer processor accord-
ing to embodiments of the present invention.

FIG. 2 sets forth a flow chart illustrating an exemplary
method for inter-thread data communications in a computer
processor according to embodiments of the present invention.

FIG. 3 sets forth a flow chart illustrating an exemplary
method for inter-thread data communications in a computer
processor according to embodiments of the present invention.

FIG. 4 sets forth a flow chart illustrating an exemplary
method for inter-thread data communications in a computer
processor according to embodiments of the present invention.

FIG. 5 sets forth a flow chart illustrating an exemplary
method for inter-thread data communications in a computer
processor according to embodiments of the present invention.
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FIG. 6 sets forth a flow chart illustrating an exemplary
method for inter-thread data communications in a computer
processor according to embodiments of the present invention.

FIG. 7 sets forth a flow chart illustrating an exemplary
method for inter-thread data communications in a computer
processor according to embodiments of the present invention.

FIG. 8 sets forth a flow chart illustrating an exemplary
method for inter-thread data communications in a computer
processor according to embodiments of the present invention.

FIG. 9 sets forth a flow chart illustrating an exemplary
method for inter-thread data communications in a computer
processor according to embodiments of the present invention.

DETAILED DESCRIPTION OF EXEMPLARY
EMBODIMENTS

Exemplary methods, apparatus, and products for inter-
thread data communications in a computer processor in
accordance with the present invention are described with
reference to the accompanying drawings, beginning with
FIG. 1. FIG. 1 sets forth a network diagram of a system for
inter-thread data communications in a computer processor
according to embodiments of the present invention. The sys-
tem of FIG. 1 includes automated computing machinery com-
prising an example computer (152). The computer (152) of
FIG. 1 includes at least one computer processor (156) or
‘CPU” as well as random access memory (168) (‘RAM”)
which is connected through a high speed memory bus (166)
and bus adapter (158) to processor (156) and to other com-
ponents of the computer (152).

The example processor (156) of the computer (152) in the
system of FIG. 1 includes multiple hardware threads (120,
122, 124, and 126) of execution. Hardware threads provide
physical means by which computer program instructions of
software threads are executed. A software thread is the small-
est unit of processing that can be scheduled by an operating
system for execution on a processor. A software thread is
typically contained inside a process. Multiple software
threads can exist within the same process and share resources
such as memory, while different processes do not share these
resources. In particular, the software threads of a process
share the process’s instructions and context—values vari-
ables have at any given moment in execution. A ‘hardware’
thread, by contrast, is implemented in hardware of a computer
processor and executes instructions of software threads. That
is, support for a hardware thread is built into the processor
itself in the form of a separate architectural register set for
each hardware thread, so that each hardware thread can
execute simultaneously with no need for context switches
among the hardware threads. Each such hardware thread can
run multiple software threads of execution implemented with
the software threads assigned to portions of processor time
called ‘quanta’ or “time slots” and context switches that save
the contents of a set of architectural registers for a software
thread during periods when that software thread loses posses-
sion of'its assigned hardware thread. In the example of FIG. 1,
each of the hardware threads (120, 122, 124, and 126) has a
corresponding set of registers (128, 130, 132, and 134).

In the example of FIG. 1, computer program instructions
may be executed within a hardware thread (120,122, 124, and
126) through use of an instruction decoder (136), an instruc-
tion dispatcher (138), and execution units (140). An instruc-
tion decoder (136) is a network of static and dynamic logic
within the processor (156) that retrieves instructions from
registers in the register sets (128, 130, 132, and 134) and
decodes the instructions into microinstructions for execution
on execution units (140) within the processor. An instruction



US 8,893,153 B2

3

to be decoded for execution, for example may include an
opcode (operation code). An opcode is the portion of a
machine language instruction that specifies the operation to
be performed. Apart from the opcode itself, an instruction
may also have one or more parameters, also called operands,
on which the operation should act, although some operations
may have implicit operands or none at all. Depending on the
architecture of the processor upon which the opcode is
decoded and executed, the operands may be register values,
values in a call stack, other memory values, I/O ports, and the
like. Once decoded, execution units (140) execute the micro-
instructions. Examples of execution units include LOAD
execution units, STORE execution units, floating point
execution units, execution units for integer arithmetic and
logical operations, and so on. The computer processor (156)
in the example of FIG. 1 also includes an instruction dis-
patcher (138) that arbitrates, in the presence of resource con-
tention, priorities for dispatch of instructions from the hard-
ware threads (120, 122, 124, and 126) of execution. The
instruction dispatcher (138) is a network of static and
dynamic logic within the processor (156) that dispatches
microinstructions to the execution units (140) in the processor
(156).

Each hardware thread (120, 122, 124, and 126) in the
example of FIG. 1 is operatively coupled for data communi-
cations through an inter-thread communications controller
(142). In the system of FIG. 1, the example inter-thread com-
munications controller (142) is a network of static and
dynamic logic within the processor (156) configured for
inter-thread data communications in accordance with
embodiments of the present invention. The inter-thread data
communications controller (142) in the example of FIG. 1
administers inter-thread data communications in the com-
puter processor (156) in accordance with embodiments of the
present invention by, among other actions, registering,
responsive to one or more RECEIVE opcodes (114), one or
more receiving threads (122, 124, and 126). A receiving
thread, as the term is used in this specification, refers to a
hardware thread that executes a RECEIVE opcode (114). An
example RECEIVE opcode (114) may be implemented as
follows: recv. rt, where the operand ‘rt’ specifies a register in
which the inter-thread data communications controller (142)
is to store a message sent from a sending thread to the receiv-
ing thread executing the example RECEIVE opcode.

In some embodiments, such as those set forth in the
example of FIG. 1, each RECEIVE opcode (114) also speci-
fies a channel (148). A channel as the term is used in this
specification refers to an effective, or virtualized data com-
munications coupling, for purposes of inter-thread data com-
munications, between sending threads and receiving threads.
Such a coupling need not be a direct physical coupling, but is
instead, an abstraction of a physical coupling; a virtualized
data communications channel between a transmitter (sending
thread) and receiving (receiving thread). In the example of
FIG. 1, and as described below in greater detail, the inter-
thread communications controller (142) is configured to
effectively virtualize physical communication connections
between a sending and receiving thread through the use of
such channels. A channel may be specified as a value—an
integer, memory address, or other channel identifying value.
In some embodiments a channel may be specified virtual
memory addresses that map to a same hardware memory
address for all threads using the same channel. In embodi-
ments in which sending and receiving threads specify chan-
nels, the inter-thread communications controller (142) is con-
figured to allow communications between a sending and
receiving thread that specify the same channel—as if the two
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4

threads were directly physically coupled. Conversely, when a
sending thread and receiving thread specify different chan-
nels, the inter-thread communications controller (142) is con-
figured to prohibit communications between the two threads.
Described here is but one example use among many possible
uses of channels in inter-thread data communications accord-
ing to embodiments of the present invention. Further
examples are described below.

A hardware thread that executes a SEND opcode (102) is
referred to in this specification as a ‘sending’ thread. In inter-
thread data communications according to embodiments of the
present invention, the example inter-thread communications
controller (142) also receives, from a SEND opcode (102) of
a sending thread (120), specifications of a number (104) of
derived messages (108, 110, and 112) to be sent to receiving
threads and a base value (106). In embodiments in which the
inter-thread communications controller (142) is configured to
administer communications in accordance with channels,
such as the embodiments set forth in the example of FIG. 1,
the SEND opcode (102) may further specify a channel (148).

Data communications messages transmitted among hard-
ware threads in accordance with embodiments of the present
invention are descried in this specification as ‘derived’ mes-
sages in that the content of such messages is derived from the
base value provided by the sending thread. Such derivation of
messages is described in greater detail below. The number
(104) of derived message to be sent may be a value stored in
a register (128) of the sending thread (120) or other memory
location and the specification of the SEND opcode (102) of
the number (104) of derived messages to be sent may be
implemented as an operand or parameter of the SEND opcode
identifying the register (128) or memory location storing the
value. For a number of reasons, some of which are described
below, the inter-thread communications controller (142) may
send only a portion of the specified number of derived mes-
sages to be sent. A sending thread, for example, may request
1000 messages to be sent, but the inter-thread communica-
tions controller (142) may only send 100 of those 1000
requested messages.

The base value (106) may be an integer value, such as zero
or some memory address, stored in a register or other memory
location, where the specification of the base value (106) in the
SEND opcode may be implemented as an operand or param-
eter of the opcode identifying the register or memory location
storing the base value. Consider, as an example of a SEND
opcode configured for inter-thread communications carried
out according to embodiments of the present invention, the
following opcode: send. base, limit, chan. In this example
opcode the operand ‘base’ specifies a register storing, as the
base value (106), an integer value, the operand ‘limit’ speci-
fies a register storing, as the number (104) of derived mes-
sages to be sent, another integer value, and the operand ‘chan’
specifies a register storing, as a channel, a channel identifying
value, such as a memory address.

As explained below in detail the inter-thread communica-
tions controller increments the base value once for each
derived message sent to a registered receiving thread. As
such, in some embodiments, the ‘limit’ specifies the number
of messages to be sent as a maximum increment of the base
value rather than an absolute number of messages to be sent.
Consider, for example, a base value of 5 and a limit of 10. In
this example, when the limit specifies a number of messages
to be sent as a maximum increment of the base value, the
number of messages to be sent is 5, not 10.

In inter-thread data communications according to embodi-
ments of the present invention the example inter-thread com-
munications controller (142) of FIG. 1 also generates the






